HF MIMO NVIS Measurements with Co-located Dipoles for Future Tactical Communications
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Abstract—Multiple antennas in transceivers can increase system spectral efficiency, reduce transmit power, enable robustness to interference, and increase overall reliability through multiple-input multiple-output processing (MIMO). Consequently, high frequency (HF) networks, which feature extreme spectrum scarcity and unreliability, are prime for MIMO exploitation. Unfortunately, the ideal antenna spacing for MIMO is proportional to the wavelength (tens of meters at HF). One promising approach is to utilize two antennas in a single antenna footprint through cross-polarization. Cross-polarized antennas, however, have not yet been proven feasible for MIMO at HF. In this paper, we demonstrate this feasibility through a measurement campaign with near vertical incidence skywave (NVIS) propagation. This paper shows that MIMO is a game changer for HF NVIS with up to $2.27 \times$ data rate gains, up to $9 \times$ less transmit power, and $>3 \times$ fewer link failures. This paper also provides critical channel metrics for baseband designers of future MIMO HF protocols (as demonstrated in our companion paper [1]).

I. INTRODUCTION

Tactical links, in part, provide the Warfighter with information superiority. When operating in remote locations without communications infrastructure or a clear view of a satellite, high frequency (HF) radios leverage skywave signal propagation to maintain connectivity. Currently, HF data rates are prohibitively low, making transmission of large images or video infeasible. The defense industry has increased HF data rates over the past decade through wider bandwidths in conjunction with spectrally efficient waveforms (e.g., higher-order constellations and efficient forward error correction). This work has resulted in higher data rates, but only when in extremely high signal-to-noise ratio (SNR) conditions [2]. These conditions will not be consistently observed due to the variability of the HF channel; this is especially true when the skywave reflections occur close to the transmitter, or in near-vertical incidence (NVIS) conditions. Further, expanding HF rates through bandwidth expansion is becoming increasingly difficult given the scarcity of usable HF spectrum.

If feasible and practical, multi-input multiple-output (MIMO) HF tactical communications is a game changer. In commercial networks MIMO has multiplied data rates, enabled robustness to interference, increased link reliability, and decimated radio energy consumption [3]. It is with great promise that this paper demonstrates the feasibility of MIMO through an NVIS measurement campaign. While prior work in academic and commercial research has suggested that HF skywave channels can support MIMO processing [4], prior NVIS measurements have made impractical assumptions for tactical communications [5], [6]. For example, prior work has assumed antenna separation of many wavelengths (tens of meters) at either the transmitter or receiver; a flexible solution cannot afford this. Further, HF measurement campaigns failed to provide many MIMO metrics for simulation and design.

Future HF MIMO systems will exploit both diversity and spatial multiplexing through smart adaptive processing. In diversity mode, MIMO systems exploit the variability of channel quality between different antennas to improve signal quality. For example, one simple diversity algorithm selects the transmit-receive antenna pair with the best SNR. In spatial multiplexing mode, each transmit antenna radiates a different waveform containing independent data to multiply data rates. Because the wireless channel mixes each of these waveforms, the receiver must separate them. This cannot occur, however, if the propagation between each transmit and receive antenna is the same. It is therefore necessary to demonstrate the ability of the propagation medium to support both MIMO modes.

This paper demonstrates practical MIMO NVIS feasibility through measurements with 2 co-located, horizontally-oriented dipole antennas at perpendicular polarizations for both the transmitter and receiver (a $2 \times 2$ MIMO configuration). Co-located, cross-polarized antennas embody a practical tactical MIMO HF implementation, as illustrated in Figure 1. This cross-polarized configuration has also been exploited by commercial UHF communication systems [7]. The measurements reported in this paper show that $2.27 \times$ larger data rates, $9 \times$ less transmit power, and $>3 \times$ fewer link failures were observed in $2 \times 2$ MIMO HF NVIS channels with cross-polarized antennas by exploiting both diversity and spatial multiplexing. This paper also provides critical channel parameters, including spatial correlation, for baseband designers to benchmark performance and design MIMO HF protocols [1].

II. SYSTEM MODEL & BACKGROUND

This paper only considers narrowband channel responses through an 800 Hz measurement bandwidth. Measurements will not be able to separate signal components from multiple
ionospheric reflections (including ordinary and extraordinary waves). Nevertheless, the aggregate measurement will characterize the ability of the HF MIMO NVIS channel to support MIMO communications since this narrowband feasibility also (implicitly) depends on the path differences in reflections.

This paper models channels through a discrete-time complex baseband system, as enabled by the transmit and receive hardware. Let \( n \) be the discrete time index representing \( n/f_r \) seconds and let \( x[n] \in \mathbb{C}^{2 \times 1} \) represent the two complex baseband probing signal samples transmitted on transmit antennas, TX 1 and TX 2, respectively. Simultaneously, the receiver captures \( y[n] \in \mathbb{C}^{2 \times 1} \) on each of its receive antennas, RX 1 and RX 2, respectively. The receive antennas are subject to independent additive complex zero-mean Gaussian random processes with vector \( v[n] \in \mathbb{C}^{2 \times 1} \) providing noise samples at time index \( n \) such that \( \sigma_1^2, \sigma_2^2 \) represents the noise power on RX 1 and RX 2, respectively. Assuming a narrowband response (no delay spread), the system model provides the relationship

\[
y[n] = Hx[n] + v[n]
\]

(1)

where \( H \in \mathbb{C}^{2 \times 2} \) contains all zero-excess-delay impulse response coefficients \( h_{i,j} \in \mathbb{C} \) between TX \( j \) and RX \( i \).

Consider the singular value decomposition of \( H = USV^H \) where \( S = \text{diag}\{s_{\text{max}}, s_{\text{min}}\} \) is a diagonal matrix with singular values on its diagonal, \( s_{\text{max}} \) and \( s_{\text{min}}, s_{\text{max}} > s_{\text{min}} \). Note the relationship \( U^H H V x[n] + v[n] = \Sigma x[n] + v[n] \) which shows that, with specific precoding at the transmitter (SVD precoding) and a specific equalizer at the receiver, the SNR becomes \( s_{\text{max}}^2 / \sigma_1^2 \) or \( s_{\text{min}}^2 / \sigma_2^2 \) for the data transmitted on TX 1 or TX 2, respectively. Hence, if independent data is transmitted from TX 1 and TX 2, respectively (as through spatial multiplexing), two independent and parallel links are observed from a single radio, each with their own SNR. If equal power is allocated to each transmit antenna, this configuration is optimal [8]. Assuming fixed Frobenius norm (equivalently, \( s_{\text{max}}^2 + s_{\text{min}}^2 \) is fixed), the ability of a channel matrix to provide spatial multiplexing is maximized when the ratio of the singular values (also known as the condition number) is 1, i.e., \( \kappa(H) = s_{\text{max}} / s_{\text{min}} = 1 \) [9]. In diversity mode, only a single data stream is transmitted, so (ideally) the signal from all transmit-receive pairs may be captured, yielding an improved SNR, namely the MIMO SNR

\[
\text{SNR} = \|H\|^2_F / (\sigma_1^2 + \sigma_2^2)
\]

where \( \| \cdot \|_F \) is the Frobenius norm. It is often useful to provide statistical relationships between the channel matrix elements such that ergodic studies of communication link performance are possible through Monte Carlo simulations [10]. The correlation between the spatial elements is represented through a covariance matrix

\[
Q = E_h \left[ \begin{bmatrix} h_{1,1} & h_{2,1} & h_{1,2} & h_{2,2} \\ h_{1,1}^* & h_{2,1}^* & h_{1,2}^* & h_{2,2}^* \end{bmatrix} \right]^T \times \left[ \begin{bmatrix} h_{1,1} & h_{2,1} & h_{1,2} & h_{2,2} \end{bmatrix} \right].
\]

(2)
allowed TX 2 to transmit its SFTUs. The SFTUs enabled coarse timing (frame synchronization) through self-correlation algorithms. TX 1 and TX 2 followed SFTU transmission with long frequency training units (LFTUs) of length $L_{\text{LFTU}}$ with $N_{\text{LFTU}}$ repetitions in the same alternating fashion. By exploiting the SFTUs and the LFTUs, the receiver was able to synchronize precisely in frequency and coarsely in time.

Next, channel training units (CTUs) of length $L_{\text{CTU}}$ with $N_{\text{CTU}}$ repetitions were transmitted concurrently on TX 1 and TX 2. The CTUs (preceded by the blank CT buffer) allowed for fine synchronization and were also used to extract impulse response estimates. In order to differentiate the CTUs from each transmit antenna, each CTU on TX 2 was cyclically shifted by $M$ symbols. Note that all of the SFTUs, LFTUs, and CTUs were based on Zadoff-Chu sequences. Once the Zadoff-Chu symbols were created for the SFTUs, LFTUs, and CTUs, repeated, and then concatenated for each transmit antenna, an audio .WAV file was created in order to generate the training signal for the input to each transmit radio. Then, the symbols were translated to a rate of 44.1 kHz and mapped to left/right audio channels for the samples on TX 1/2, respectively.

Baseband data was sampled at 200 kHz in the receiver and separately passed through a channel select band pass filter for each receive antenna. This is particularly important at HF where significant atmospheric and man-made noise is generated. Next, the SSB data frequency offset, $f_d$, was removed digitally. This operation was followed by resampling the data to a frequency that is $K$ times larger than $f_d$ ($K \geq 2$). Next, two concurrent signal processing loops were executed, each to determine channel impulse response estimates for TX 1 and TX 2, respectively. The first step used self-reference correlation with max-peak detection to determine the first sample of the first SFTU and the coarse frequency offset estimate. The coarse frequency offset was removed from each received data sample. Another self-reference correlation with the LFTUs refined the frequency offset estimate. After the fine frequency offset was corrected, the data was cross-correlated with the relevant CTU (the unshifted version for the first processing loop, the $MK$-sample-shifted version for the second processing loop). The peak of this cross-correlation determined the precise CTU sampling point for each transmit antenna and the samples were decimated by a factor $K$ to produce the channel-modified version of the original symbols. Each CTU in both loops was cross correlated $(L_{\text{CTU}} - M)$ times, for each possible distinct cyclic shift of the reference CTU. At the end of this process, up to $N_{\text{CTU}}$ multipath profiles with $(L_{\text{CTU}} - M)$ taps were estimated. The channel estimate from the first CTU of the $N_{\text{CTU}}$ repetitions were discarded since the first CTU did not preserve cyclic convolutions properties [12]. Note that although excess delay taps were estimated, they were insignificant in the data due to the small probing signal bandwidth (800 Hz).

### IV. MEASUREMENT LOCATION FOR NVIS ISOLATION

The transmitter and the receiver were separated by a geodesic distance of 19.7 km. Both locations were in public parks on the west side (transmitter) and the northeast side (receiver) of Austin, TX. TX 1 was oriented north-south, TX 2 east-west, RX 1 east-west, and RX 2 north-south. Measurements were conducted from approximately 12:30 PM to 3:30 PM on October 19th, 2012. Table II shows static contributions to the link budget used for measurements in this report. The acceptable loss in the combination of the transmit antenna, receive antenna, and propagation channel is 186 dB.

A space wave travels between a transmitter and receiver without interacting with the ionosphere. In the experiment it was suppressed by both the weak radiation of the horizontal dipole antennas in low elevation angles and the transmitter terrain which shadowed the line-of-sight path. Figure 5 shows a 2-D model of the geodesic path. The knife edge diffraction model provides an optimistic estimate of space wave path loss due to diffraction. With this model, the 100 m peak at distance 300 m from the transmitter yields $L_{\text{knife-edge}} = -20 \log_{10} \left( 0.4 - \sqrt{0.1184 - (0.38 - 0.1\nu)^2} \right) = 15.5$ dB with the Fresnel-Kirchoff diffraction parameter $\nu = \frac{m}{\lambda}$.

### TABLE I. VALUES FOR CHANNEL PROBING WAVEFORM.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_d$</td>
<td>680</td>
<td>SSB data offset frequency in Hz</td>
</tr>
<tr>
<td>$f_r$</td>
<td>800</td>
<td>Data symbol rate in Hz</td>
</tr>
<tr>
<td>$L_{\text{SFTU}}$</td>
<td>5</td>
<td>SFTU length in symbols</td>
</tr>
<tr>
<td>$N_{\text{SFTU}}$</td>
<td>10</td>
<td>SFTU repetitions</td>
</tr>
<tr>
<td>$L_{\text{LFTU}}$</td>
<td>51</td>
<td>LFTU length in symbols</td>
</tr>
<tr>
<td>$N_{\text{LFTU}}$</td>
<td>2</td>
<td>LFTU repetitions</td>
</tr>
<tr>
<td>$L_{\text{CTU}}$</td>
<td>53</td>
<td>CTU length in symbols</td>
</tr>
<tr>
<td>$N_{\text{CTU}}$</td>
<td>11</td>
<td>CTU repetitions</td>
</tr>
<tr>
<td>$L_{\text{BLB}}$</td>
<td>50</td>
<td>Front Loop Buffer length in symbols</td>
</tr>
<tr>
<td>$L_{\text{BLB}}$</td>
<td>30</td>
<td>Back Loop Buffer length in symbols</td>
</tr>
<tr>
<td>$L_{\text{CFTB}}$</td>
<td>10</td>
<td>FT Buffer length in symbols</td>
</tr>
<tr>
<td>$L_{\text{CTB}}$</td>
<td>30</td>
<td>CT Buffer length in symbols</td>
</tr>
<tr>
<td>$M$</td>
<td>27</td>
<td>Shift on each TX 2 CTU in symbols</td>
</tr>
<tr>
<td>$K$</td>
<td>10</td>
<td>Symbol oversample rate for processing</td>
</tr>
</tbody>
</table>

### TABLE II. MAXIMUM ACCEPTABLE LOSS IN CHANNEL + ANTENNA.

<table>
<thead>
<tr>
<th>Contribution</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmit Radio Power (50 W)</td>
<td>17 dB</td>
</tr>
<tr>
<td>Thermal Noise Power (1 Hz)</td>
<td>$-204$ dB</td>
</tr>
<tr>
<td>Bandwidth Noise Factor (1 kHz)</td>
<td>(30 dB)</td>
</tr>
<tr>
<td>Required Signal-to-Noise-Ratio</td>
<td>(5 dB)</td>
</tr>
<tr>
<td>Maximum Antenna &amp; Propagation Loss</td>
<td>186 dB</td>
</tr>
</tbody>
</table>
Fig. 6. Radiation patterns as a function of elevation angle at 7 MHz with horizontal half-wave dipole antennas above a perfectly reflecting ground plane at a height of 20 m, 10 m, 2.45 m (8 ft), and 1.83 m (6 ft). Sensitivity is highlighted at elevation angles of 90° (green), 20° (orange), and 1° (magenta).

\[ h \sqrt{\frac{2(d_1 + d_2)}{\lambda d_1 d_2}} = 1.26 \text{ where } h = 100 \text{ m, } d_1 = 300 \text{ m, } d_2 = 19400 \text{ m, and } \lambda = 3 \times 10^8 \text{ m/s} / 7 \times 10^6 \text{ Hz} = 42.9 \text{ m} \] [13]. Additionally, the Friis free space path loss model provides an optimistic estimate of the loss of the space wave due to electromagnetic wave dispersion. In the experiment this model provided \[ L_{\text{free-space}} = -20 \log_{10}\left(\frac{\lambda}{4 \pi d}\right) = 75.2 \text{ dB} \] where \( d = d_1 + d_2 = 19700 \text{ m}. Figure 6 shows the radiation pattern of the horizontal dipole antenna (computed from (4-116) in [14]) at 7 MHz with variable distance above the ground (the antennas used for measurements in this report were between 6 and 8 feet, depending on sag along the antenna wire). Note that at lower heights, antennas become more directional (towards 90°), but also less sensitive (reduced gain). The elevation angle of the 300 m tall diffraction object (hill) with reference to the transmit antenna was at an elevation angle < 1° and, with reference to the receive antenna, at an elevation angle < 20°. Hence, the antennas used for the measurements in this report provided, at best, a space wave sensitivity of −36.5 dB and −88.1 dB, at the transmitter and receiver, respectively. Combined, this means that the antenna loss estimate for the space wave was 124.6 dB, well beyond the maximum space-wave antenna loss of 186 − \( L_{\text{knife-edge}} - L_{\text{free-space}} = 95.3 \text{ dB} \).

Terrestrial surface waves may be used to communicate through current flows, especially at frequencies below 100 MHz and over distances of less than 100 km. Historically, proper modeling of HF surface waves has been the subject of scientific dissonance [15]. Today, it is now understood that surface waves are properly modeled by the theory of Sommerfeld and Norton and only in very small part due to Zenneck waves [15], [16]. Norton defined asymptotic electric field strength approximations (which eliminated complex error function computations) for vertically polarized waves as

\[ E_v = \frac{2jI e^{j(kd-\omega t)}}{d} \left( e^{-jkh_1h_2/d} + e^{jkh_1h_2/d} \left( R_v - \frac{(1+R_v)^2(1-R_v)^2}{4jk(h_1+h_2)^2} \right) \right) \]

and horizontally polarized waves as

\[ E_h = \frac{2jI \sin(\phi) e^{j(kd-\omega t)}}{d} \times \]

where \( \phi \) is the rotation angle between the transmit and receive antenna, \( I \) is the current at the current loop of the antenna, \( \lambda \) is the wavelength of operation, \( k = 2\pi/\lambda \) is the wavenumber, \( f_c \) is the operating frequency, \( \omega = 2\pi f_c \), \( h_1 \) is the height at the midpoint of the transmit antenna, \( h_2 \) is the height at the midpoint of the receive antenna, \( d \) is the propagation distance, \( R_c \) is the reflection coefficient of a vertically polarized plane wave with its electric field vector parallel to the plane of incidence, and \( R_h \) is the reflection coefficient of a horizontally polarized plane wave with its electric field vector perpendicular to the plane of incidence. Figure 7 shows the surface wave path loss of the experiment through these equations. This result shows the experiment experienced at least 200 dB of surface wave path loss, far exceeding the margin from Table II.

The remaining propagation phenomenon, sky waves, was the only desired communication medium. Several factors influence sky wave propagation including time of day, frequency, and sunspot activity. The VOACAP (Voice of America Coverage Analysis Program for HF Propagation Prediction and Ionospheric Communications Analysis) software package considers all of these factors (and more) to provide an accurate and complex model for ionospheric refraction [17]. On the day of measurement, VOACAP estimated that measurements would observe between 13.8 to 23.6 dB SNR for the antenna configuration. Given this SNR, Monte Carlo simulations reported that the channel estimation process described in Section III would yield estimates, \( \hat{H} \), with normalized mean square error (NMSE) > 8 × 10^{-3}, where \( \text{NMSE} \triangleq \mathbb{E}\{ ||\hat{H} - H||_F^2 / ||H||_F^2 \} \).

V. CHANNEL MEASUREMENT RESULTS AND ANALYSIS

HF NVIS channel measurements were captured on October 19th, 2012, 15:06 PM CST at center frequency 7.08806 MHz. In total, fifty-eight (58) 2 × 2 MIMO channel matrices resulted from training loop probes over a period of 1438 seconds (just under 24 minutes). Figure 8 shows a summary of the statistics for each of the channels. The path energy between all antenna elements varied substantially over the course of the measurement. The instantaneous cross-polarization ratio (XPR) also varied significantly and averaged out to ≈ −2 dB: −2.9 dB for TX 1 − 2.0 dB for TX 2. MIMO performance was promising with squared condition numbers that were often very low (implying that the channel is very suitable for spatial multiplexing) and substantially uncorrelated path loss
The phase gap between the receive antennas for each fixed transmit antenna reinforced that the HF NVIS channel dynamically mixes polarization.

The channel matrix condition number is a more suitable metric for spatial multiplexing since single-path SNR does not account for self-interference generated between paths. Figure 8 shows the condition number varied between 0.4 dB and 18.4 dB. With optimal precoding and parallel data transmitted in spatial multiplexing mode, one data stream would have had an SNR that was 0.4 dB to 18.4 dB stronger than the other stream. It is also helpful to calculate the expected SNR of the stronger stream. As shown in Section II, this is given by the dominant singular value normalized to the noise variance. The weaker stream SNR (in dB) is equal to the maximum normalized singular value (in dB) minus the condition number (in dB). Figure 11 shows the histogram for both the normalized singular value and condition number over all channel estimates.

The empirical spatial correlation matrix was computed as

$$Q = \begin{bmatrix}
1 & 0.46 & 0.69 & 0.98 \\
0.46 & 1 & 0.89 & 0.55 \\
0.69 & 0.89 & 1 & 0.76 \\
0.98 & 0.55 & 0.76 & 1
\end{bmatrix}$$

with estimate bias removed. Note that because the frequency references of the transmit radios were not locked, phase ambiguity existed between the columns of the matrix. Although this did not change the condition number or the capacity of the channel matrix, it did change the correlation matrix. Hence, in (3) the measurements have been modified such that the paths TX1 \(\rightarrow\) RX1 and TX2 \(\rightarrow\) RX2 (which featured the same polarizations at the transmitter and receiver) had the same phase. If the phases between these two paths were

by more than 2\(\times\). The least squares linear fit predicts that 50% correlation occurred at 5.88 seconds, which implies a Doppler frequency range of 0.03 – 0.25 Hz using equations (5.40.a)-(5.40.c) in [13]. Hence the measurements were captured in a benign HF NVIS Doppler channel [20].
random this would be equivalent to zeroing the terms that reflect the paths TX1 → RX2 and TX2 → RX1. Because this does not substantially impact capacity plots generated from the correlation matrices, the previous assumption of zero phase between the paths with equal polarization remains. Note also that initial calculation of $Q$ yielded diagonal terms with different values. Correlation (covariance) matrix values are more useful when diagonal terms are the same (variance of the mean-subtracted distribution of each matrix element is the same). Intuitively, we expect this, but many factors (unequal efficiency of antennas) have shifted the variances.

Ergodic capacity reports the maximum achievable rate over the distribution of the channel impulse responses and the Gaussian noise at each receive antenna with a fixed variance. If each transmit antenna produces power $P_t$, each receive antenna experiences the same variance $\sigma^2$, and assuming the transmitter has no prior knowledge of spatial correlation, the capacity formula for narrowband MIMO channel matrix $H$ is

$$C = E_H \left[ \log_2 \left( \det \left( I + \frac{P_t H H^H}{\sigma^2 n} \right) \right) \right]$$

(4)

where $I$ is the identity matrix and $\det(\cdot)$ takes the determinant.\(^1\) The ergodic capacity plotted in Figure 12 represents the channel measurements through Monte Carlo simulations with the channel model parameterized by the spatial correlation matrix in (3). The MIMO capacity with power normalization is roughly twice the capacity of the single-antenna counterparts.

VI. CONCLUSION

This paper demonstrated the feasibility of HF MIMO for NVIS links with space-efficient cross-polarized, horizontally oriented dipole antennas. The performance advantages of MIMO with diversity and spatial multiplexing, summarized in Table III, suggest that MIMO will be a game changing technology for tactical HF communications. Of special note, with MIMO, the total transmit power may be reduced from 2-9 times without reducing rate or reliability. Transmit power reduction is attractive for operations with a minimal radiation footprint or when batteries are carefully used. This paper also provided critical channel metrics that enable efficient simulation of cross-polarized HF NVIS MIMO channels.

\(^1\)Ergodic capacity with spatial correlation knowledge uses different form.
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